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Abstract—The 2020 Solarwinds attack was a tipping point that caused a heightened awareness about the security of the software supply chain and in particular the large amount of trust placed in build systems. Reproducible Builds (R-Bs) provide a strong foundation to build defenses for arbitrary attacks against build systems by ensuring that given the same source code, build environment, and build instructions, bitwise-identical artifacts are created. Unfortunately, much of the software industry believes R-Bs are too far out of reach for most projects. The goal of this paper is to help identify a path for R-Bs to become a commonplace property.

To this end, we conducted a series of 24 semi-structured expert interviews with participants from the Reproducible-Builds.org project, finding that self-effective work by highly motivated developers and collaborative communication with upstream projects are key contributors to R-Bs. We identified a range of motivations that can encourage open source developers to strive for R-Bs, including indicators of quality, security benefits, and more efficient caching of artifacts. We also identify experiences that help and hinder adoption, which often revolves around communication with upstream projects. We conclude with recommendations on how to better integrate R-Bs with the efforts of the open source and free software community.

1. Introduction

“To what extent should one trust a statement that a program is free of Trojan horses? Perhaps it is more important to trust the people who wrote the software.” - Ken Thompson

Thompson’s 1984 Turing award lecture “Trusting Trust” demonstrated that the security of a program is more than the logic in its source code [1]. It also includes all of the programs used to make the source code logic executable. Thirty-six years later, Thompson’s theoretical attack became a pressing concern for nation states across the globe. The 2020 Solarwinds attack did not inject malicious source code into a project. It did not trick users into installing software with an invalid signature. The Solarwinds attack trojaned the build system, transparently injecting malicious logic into the product binary signed with Solarwinds’ official code signing keys.

The world of software has transformed entirely since Thompson’s lecture. His suggestion of “trusting the people” is orders of magnitude harder today than in 1984. Today’s software supply chain ecosystem is vast, with software projects often including transitive dependencies that are tens to hundreds of layers deep. And despite much of the software supply chain being open source, end users rarely, if ever, compile software themselves. Thus, the build system has become an ideal target for attackers.

Reproducible Builds (often abbreviated R-Bs) offer a foundation for defending against attacks targeting the build system. “A build is reproducible if given the same source code, build environment and build instructions, any party can recreate bit-by-bit identical copies of all specified artifacts” [2]. Conceptually, R-Bs allow multiple parties to build the same software package, and assuming the attacker cannot simultaneously compromise the build systems of all parties, arbitrary subversion of an individual build system can be trivially detected. High-profile projects including Bitcoin [3] and Tor [4] use R-Bs to assure users that distributed binary executables match their source code. Recent literature has built upon R-Bs to enhance build provenance guarantees [5] and create verifiable builds [6] more suitable for providing guarantees to end customers. Finally, the US National Security Agency (NSA) identifies R-Bs as an important part of securing the software supply chain [7], [8].

Unfortunately, most software builds are not reproducible. Over the past decade, the Reproducible-Builds.org project has cataloged the many sources of non-determinism that prevent R-Bs, including uncontrolled build inputs (e.g., system time, environment variables, and build location) and build non-determinism (e.g., process scheduling) [9]. Despite industry [10], [11] and academic [12]–[14] tools to facilitate R-Bs and extremely high rates of R-Bs in some popular Linux distributions (95.5% for Debian on AMD64 [15] and 88.7% for Arch Linux core [16]), much of the software industry believes R-Bs to be a long-term goal, if achievable at all [17].

The goal of this paper is to help R-Bs more quickly become a commonplace effort in software development. We seek answers to the following research questions:
RQ1: “What are motivations for, and common themes around, adopting reproducible builds in projects?” We are interested in our participants’ motivations around striving for reproducible builds in their projects, specifically in the case of complex, community- or industry-driven projects, that likely necessitate a complex, interconnected system of motivations and drivers. We are also interested if some of the motivations involve security, and what specific threat models are applied.

RQ2: “What experiences and challenges did projects encounter in the context of reproducible builds?” Most projects were not created with reproducibility in mind. We are interested in what experiences were made, and challenges encountered, on the way towards reproducibility, both by contributors of the project as well as with outside entities such as customers or upstream dependencies. This research question aims at the personal experiences of R-B developers.

RQ3: “What are commonly encountered obstacles and facilitators in projects’ efforts towards reproducibility?” Some projects stall in their efforts toward reproducibility, while others succeed. We are interested in what facilitators and obstacles our participants encountered during their efforts, how they approached them, and what they would recommend for other projects aiming to become reproducible. This research question aims at external factors encountered by R-B developers.

By answering these questions, we hope to guide future industry and academic efforts that target both the technical and human aspects of R-Bs. In this paper, we report the results of a semi-structured interview study with 24 prominent and public members of the R-Bs effort. All participants were experienced developers (5+ years) with R-Bs experience, who could give deep insights into their thought and development processes, and deeply discuss and reflect on the topic. Based on these interviews, we offer the following key insights.

- Open Source developers are self-motivated to work on software infrastructure. They see themselves as users as well as developers and want to build better software even without external requests.
- The Snowden revelations and SolarWinds incident heightened the security awareness. While some people were interested in R-Bs before, their number grew significantly after those two public events.
- Caching matters most to businesses. R-Bs allow for efficient caching of artifacts, which was mentioned as the most important aspect for businesses.

While we specifically choose to interview experts with many invested years in R-Bs for their experience and insights, we also want to highlight that our expert participants are likely positively biased regarding the potential for R-Bs becoming widespread. While this may be substantiated by growing numbers of developers on the R-Bs mailing list as well as growing parts of operating systems being tested as built reproducibly, our sample is still biased towards R-B enthusiasts [18].

The remainder of this paper proceeds as follows. Section 2 discusses background information and related work. Section 3 describes our interview methodology. Section 4 presents our detailed results. Section 5 provides discussion and a set of recommendations. Section 6 concludes.

2. Background and Related Work

This section provides background information for reproducible builds and their relation to overall open source software supply chain security, as well as related work in three key areas: research on reproducible builds, open-source software security, and interview studies with software developers with a focus on software security.

Relationships between open source software projects can be characterized by their order of incorporating software: When one project uses another project’s software, it is often called downstream of the project originating the software. Conversely, many project interactions are with upstream projects, which originated the software. A single package that does not have a downstream relationship with another package, instead of just redistributing it without changes, is called a leaf package. Any package that provides some functionality used in the infrastructure of a software build and supply tool chain can also be called an infrastructure package. To make a package build reproducibly, all of its dependencies need to build reproducibly. If a maintainer changes one package to do so, it is often most efficient to upstream those changes as a patch set for incorporation by the upstream developers, so the work is shared with all other downstream projects of that dependency.

2.1. Reproducible Builds Background Information

Reproducible builds are a collection of techniques and processes that aim to make the compilation of source to resulting binary code deterministic: the same source code should always be compiled to the bit-by-bit identical binary code. Achieving reproducibility in building software is non-trivial as the software compilation process is susceptible to multiple sources of non-determinism.

Lamb and Zacchiroli [19] provide an overview of common sources of non-determinism during the build process:

- Build timestamps are commonly used by C programming language projects and other build tools such as make [20] using similar macros to the __DATE__ C-preprocessor macro. While build timestamps are useful for bug reporting, most version control systems including Git provide alternatives such as offer better solutions to record specific software versions without introducing additional non-determinism [21].

Build paths are commonly embedded using a C programming language preprocessor macro (e.g., __FILE__) as well as assertion macros referencing source code locations or log messages. In most cases, a relative path to the root location of the source code is sufficient [22] and reduces the amount of non-determinism. Build

1. This list is not meant to be exhaustive.
directory name inclusion can be prevented by only including build paths relative to the root directory of the source code, which will be constant. Non-constant paths can include user-specific changes. To avoid these while maintaining absolute build paths, a statically known directory path can be used for all software builds. This is used in Nix, GUIX, but also Debian using the sbuild software [23], which is the basis for the R-Bs checking tool reprotest [11].

Filesystem ordering as part of the POSIX standard does not define the order when returning the results of a directory listing causing additional non-determinism.

Archive metadata such as the date and ownership information in .zip and .tar archives are commonly used for archival purposes but should be avoided to reduce non-determinism.

Randomness results not only from parallelism and concurrency in the build process. Additionally, some compilers introduce explicit randomness during the build process to generate unique names that do not conflict with those generated for other files such as single compilation unit [24] distinct identifiers.

Uninitialized memory adds non-determinism by not always initializing memory to a programmer-defined value and is supported by some popular low-level programming languages including C and C++.

As part of our interview study, we aim to better understand how open source software developers identify and handle these sources of non-determinism.

The reproducible-builds.org project [2] aims to support developers and software projects in making their build processes reproducible. They support mainstream Linux distributions such as Debian (currently 95.5% reproducible for AMD64) and Arch Linux (currently 88.7% reproducible for Arch Linux core) in building their software reproducibly.

The project provides several tools to help developers achieve R-Bs, including reprotest to automate the process of building a package multiple times in diverse environments and diffoscope [10] to help find the differences within complex binary packages and directories. Diffoscope receives two files to be compared as input, tries to unpack any data recursively, and displays differences found between the two input files. It is plugin-based and as a wrapper re-uses common file format handling utilities.²

As part of our work, we aim to learn if and how developers use support tools for R-Bs.

2.2. Research on Reproducible Builds

Most prior research considering reproducible builds addressed technical challenges. In 2005, Wheeler proposed diverse double compilation [25] to address Thompson’s Trusting Trust attack [1], [26], connecting software security and R-Bs. Diverse double compilation suggests that source code is compiled by different compilers, potentially mutually distrusting parties, and every additional instance giving the same resulting binary file makes the Trusting Trust attack less likely. However, the software must build reproducibly, giving the exact same binary if compiled at different points in time, space, and for any number of recompiations. To generate a fully trustworthy compile chain, trustworthy root binaries are needed. A popular approach to address this issue is bootstrapable builds [27]: The core idea is to address circular build dependencies of complex software by creating a new dependency path using more simple prerequisite software.

Prior work suggested R-Bs as a primitive to improve software supply chain security including distributed verification [6], transparency logs [28], supply chain workflow integrations [5], and “keyless” signatures using trusted third-party inspectable logs [29].

Prior work has also considered better tool support for R-Bs. Several Linux distributions such as NixOS [30] and GNU GUIX [31]–[33] and their corresponding packaging tools are based upon primitives that promote reproducibility. In a series of work, Ren et al. proposed RepLoc [12], RepTrace [13] and RepFix [14] to more precisely locate sources of non-determinism and suggest patches. Recently, containers have been explored specifically for reproducibility [34] and corresponding security impact [35], as well as new build tools [36] which have been reimplemented as open-source tools. In closed- or mixed-source environments, rebuilds can be organized in a more centralized manner [37] that also supports R-Bs.

Closest to our work, Butler et al. interviewed company experts to investigate the value of R-Bs for companies [17]. They identified reasons for their limited adoption of R-Bs like limited awareness and perceived challenges. In contrast to previous research on reproducible builds, our interview study aims to shed light on enablers and blockers for the adoption of R-Bs in the open source community.

2.3. Research on Open Source Software Security

Open source repositories are open to access from outsiders and the security and privacy research community has established use of this data source. From these repositories’ commits [38]–[40] and contributors [41], but also secondary and related information like vulnerabilities [42], [43] and even torrents [44], [45] as an alternate access method have been used for research in a number of papers.

Big open-source projects like FreeBSD [46], Linux [47], and Mozilla [48] have been the focus of case studies. Topical analysis of vulnerabilities can take the corpus of code and has been done by matching Common Vulnerabilities and Exposures (CVEs) numbers [49], [50], by using the code base for evaluation of static analysis tools [51]–[54], or vulnerability changes [55]–[58]. These changes are necessary to secure a codebase, so the patterns and development of fixes have been investigated [59]–[61]. In one specific work, 337 CVE entries were linked to the patches fixing them and the authors found that the developers of those fixes are of

² All provided tools can be found at https://reproducible-builds.org/tools/.
higher experience levels [62]. The highly polished Linux Kernel implementations of drivers have also been analyzed multiple times [63], [64].

The social aspects of repository contents researched things like toxic comments [65] and metadata [66], [67] as well as programming languages [68] and their general maintenance [69], [70]. Furthermore, pull requests [71]–[73], collaboration [74]–[76], and even gamification of the process [77] have been studied in related work.

In contrast to closed-source development, the security challenges for open-source communities are unique, valuable sources of research data and therefore well researched [78]–[80]. Open source software repositories contain public commits and issues that can be statistically evaluated [81], mined for emotions [82] and security tactics [83]. Programming language-specific communities were investigated, finding the Python and JavaScript communities to not react quickly to security vulnerabilities [84]. A large-scale analysis of hundreds of thousands code review requests from different open-source projects identified [85] the changes of less experienced contributors to be between 1.8 and 24 times more likely to contain security vulnerabilities.

Automated identification of open-source projects using vulnerability data [86]–[88] and toxic comments [89] were investigated. Both problems may weaken trust in the public reception of these software projects, even among collaborators. There has been work on different factors to influence [72], [90], [91] trust and quantification [92], [93] of it. Trust is influenced by open source projects’ security, which itself is highly influenced by code quality, which has been investigated by different assessment models [94], the difference between architectural plans and implementation [95], and later code reviews [96], [97]. The base unit of collaboration is the committer, whose motivations [98]–[101], barriers to entry [102], [103], and the eventual pull requests [104] have been a focus of different works.

The onboarding [105]–[108] and mentoring [108], [109] of new committers have been studied as well. Socialization in the form of pre-existing relationships is an important factor and precursor [110] to joining GitHub projects. Most of such project ecosystems have one central project connecting every part of that ecosystem via software dependencies and connecting to other ecosystems as well [111].

In contrast to previous work on open-source software security, we focus on understanding enablers and blockers for the adoption of reproducible builds as a critical contribution to overall software security.

2.4. Interviews with Security Developers

The security and privacy research community uses interviews effectively and as a well-established method for detailed investigations. Prior work utilized interviews to gain detailed information about different kinds of experts, for example: Administrators [112], [113], and overall security professionals [114], [115], but also of communities that rely on their security, from journalists [116], over editors [117], to victim service providers [118]. Interviews can be used as a part of larger studies and give researchers a view of data that is not readily available from technical systems: e.g., thoughts and procedures. For Tor adoption [119] or how to work with encryption [120], examples are readily available, just like developers’ thoughts and plans about security features [121].

In 2017, IT administrators were asked about the usability of deploying HTTPS [122], and programmers about the benefits and drawbacks of outright changing to a different programming language in a study in 2022 [123]. A 2021 qualitative study was performed about developers’ struggles with CSP [124], and in 2022 industry practitioners’ mental models of adversarial machine learning were investigated [125], [126].

Open-source developers are a special case, their transparency and distributed work being subject of dedicated study [74]. The social barrier of entry for new contributors was studied as part of a larger study containing semi-structured interviews with 36 developers recruited from 14 projects [102]. Their challenges and strategies for overcoming them using tasks recommended for newcomers were studied by interviewing mentors of 10 open-source projects [108]. Recently, Wermke et al. leveraged interviews to investigate behind-the-scene security processes in open source projects [127] and industry projects that utilize open source components [128].

As an extension to previous interview studies with security developers, we focus on reproducible builds.

3. Methodology

We conducted 24 in-depth, semi-structured interviews with developers, maintainers, and contributors implementing reproducible builds for their software in the fall of 2022. During these interviews, we discussed reasons for adopting R-Bs and the processes they encountered and used while doing this. Both the interview guide and the codebook are provided in the Appendix.

3.1. Participant Recruitment

We recruited participants by emailing 100 members of the Reproducible Builds Project website’s mailing list “rb-general” [129]. We decided on this more focused recruitment approach, because based on our prior experiences we assumed that developers from outside the mailing list would often not be familiar with the concept of R-Bs. Some participants made additional suggestions and/or offered introductions to potential interviewees with insights into reproducible builds; we followed up on all suggestions.

We interviewed a total of 24 participants between August and November 2022. Table 1 provides an interviewee demographics summary. All of our participants are software developers (5+ years) with reproducible builds experience. They provided us with insights into their thoughts on R-Bs and development processes, and could discuss and reflect on the topic. Five participants stated that they are engaging less with R-Bs than at some point in the past, never fully joined the R-B effort, or have not yet started actively working
towards R-Bs, while still being interested, to hear their reasons against R-Bs. The set of developers we interviewed contained two non-binary individuals and otherwise men, which is disappointing for diversity, but reflects those active in the mailing list and community we targeted.

3.2. Interview Procedure

We conducted semi-structured interviews and topical hints to keep the interviews flowing and otherwise let our participants structure their answers and remarks on their own following established practices [18]. We built our interview guide around our research questions, and discussed and revised it with researchers outside our team with reproducible builds experience. Figure 1 illustrates the interview structure and we provide our final interview in the Appendix.

To pre-test the interview guide, we conducted one mock interview. Interviews generally lasted between 30 to 60 minutes. We scheduled the first batch of interviews with the intention of treating them as pilot-interviews, however, as no major changes were made to the interview guide and the data we collected from them was meaningful, we decided to include theses pilot interviews in our data set. Throughout the interviews, we asked for experiences and opinions and participants’ responses indicate that they also reported their (strong) opinions in either direction of R-Bs, including reasons against R-Bs. We specifically iterated over the (various) definition(s) for reproducibility and discussed them with our interviewees.

We offered our interviewees to choose between a locally hosted Jitsi and Zoom for the remote interviews and conducted six of the interviews in person at the Reproducible Builds Summit 2022.1 We gave them the option to end the interview and withdraw at any time. We started interviews with verbal consent to being audio-recorded, the interview being transcribed by a GDPR-compliant third-party service and the use of the interviews in a scientific publication. One or two authors conducted and recorded the interviews.

1. Context and Definition. The interview guide opened with a section establishing the context for participants, their projects, and their role in the projects. Questions included how, when, and why they got in touch with their projects, their background, and how they decided to focus on reproducible builds. In addition, we established their definition of a reproducible build for their project and in general.

2. Reasons and Decisions. The “Reasons and Decisions” section explored the reasons for progressing towards reproducible builds in the project and specific decisions surrounding this process. Questions included internal and external drivers for pursuing reproducible builds, threat models and requirements, and how decisions were formed and by whom.

3. Processes and Tools. The “Processes and Tools” section established utilized processes and tools for the reproducible builds, as well as experiences with these approaches. Questions included the general process of making the project

4. Obstacles, Challenges, and Facilitators. The “Obstacles, Challenges, and Facilitators” section investigated encountered obstacles, challenges, and positive facilitators during the projects’ progress towards reproducible builds. Questions included obstacles of different types (organizational, technical, dependencies / upstream, and communities) and which particular factors were helpful for the project.

5. Generalization and Lessons Learned. The interview closed with a “Generalization and Lessons Learned” section, establishing general themes and lessons learned from their reproducible builds attempts. Questions included what they would do differently if they could start over, what worked well and what did not, and what they would recommend for other developers and projects attempting reproducible builds.

After the interview, participants often expressed their interest in our research and in being mailed results (which we

3. https://reproducible-builds.org/events/venice2022/
promised) and/or recommended other potential interviewees. The authors debriefed with each other after the interviews, discussing new insights.

3.3. Reproducible Builds Summit Discussion

We presented preliminary results from this study, mostly on what motivates reproducible builds and how they can benefit stakeholders, to attendees at the Reproducible Builds Summit 2022, Venice. Attendees, together with the main author, then used a collaborative session to iterate over a matrix of motivations and benefits for reproducible builds, which we (with the attendees’ consent) discuss with insights into motivations and experiences from our interviews in Section 5.

3.4. Coding and Analysis

After the 18th interview, new themes ceased to emerge and participants mostly iterated themes we had heard before; therefore, we chose to stop interviewing after 24 participants, reaching theoretical saturation [130]. We analyzed our data using qualitative coding [18]. The main author developed a codebook based on the interview guide and insights from conducting the interviews; the team reviewed and slightly iterated over the codebook. The main author then coded all data with the codebook, discussing insights with the team. The final codebook is provided in the Appendix.

3.5. Ethical Considerations and Data Protection

Our study, including recruitment strategy, data collection, recording methods, and interview guide, was approved by our Institutional Review Board (IRB).

All participants were either recommended by their own colleagues or signed up to a public list of those generally interested in reproducible builds and reacted accordingly to our invitation emails: They generally responded positively, expressed interest in our research, recommended others, and attempted to schedule interviews. We offered online (and offline) meeting and recording options, including meeting them at the Reproducible Builds Summit that an author attended, as well as using self-hosted meeting software (Jitsi) with local recordings for improved privacy. All participants consented to the interviews, recordings, and transcription by an external, GDPR-compliant service. When participants flagged parts of the interview as too sensitive to transcribe, we removed them before transcription. We de-identified participants and interview transcripts using identifiers such as P01 and de-identified sensitive information in the transcripts. After checking transcripts for correctness, we deleted all audio recordings. We offered no compensation, due to our interviewees being potentially highly paid individuals, motivated to work on R-Bs by their involvement in the Open Source/Free Software project communities; based on our prior experience with this population, they usually reject payments or attempt to re-direct them to donations for OSS projects, which our funding source was unable to accomplish.

3.6. Limitations

Our work is affected by limitations common to interview studies, including limited generalizability and biases such as recall and social desirability biases [18]. We accounted for these biases by interviewing a diverse (in projects and experience) sample of those who fit our recruitment criteria. Furthermore, we only interviewed those involved in the Reproducible Builds project; therefore, our sample represented the experiences and perceptions of those who were generally highly aware of and/or working with reproducible builds. While interviewees happened to be concentrated in the Western world and were predominantly male, this is in line with the reproducible builds community [131]. Our sample includes various organizational contexts, from industry-leading companies to single developers. Based on provided answers, we can reason that our sample is broad and diverse in R-B adoption, experiences, and organizational contexts, but we refrain from comparing smaller and larger companies quantitatively due the limited sample sizes and the more qualitative nature or our research approach.

4. Results

In this section, we describe the findings from 24 semi-structured interviews with developers with experience in R-Bs for software projects. First, we illustrate our interviewees’ motivation to implement R-Bs for their software projects. Second, we explore supporting factors and obstacles for R-Bs. We de-identified participant quotes, made minor grammatical corrections, and highlighted omissions using brackets (“[…]”). German interview quotes were translated into English by native German speakers.

Counts in our reporting should be interpreted as the number of interviewees that touched on the specific topic at least once during their interview. As qualitative interview study, reported counts are not necessarily representative for the wider developer population, but are included to give some general idea about the distribution of codes and to highlight especially prevalent or underrepresented themes in the interviews.

Table 1 provides an overview of project demographics. We conducted 18 remote interviews and six in-person interviews at the Reproducible Builds Summit 2022. Four of those interviewees were recommended at the summit. We mark those interviews “PS” (vs. “P” for all other participants), as their attitude towards R-Bs might be particularly positive. Most (21) interviewees worked in some capacity as developers on projects that strived to build reproducibly. All interviewees were software developers with between 5 and more than 20 years of experience in general software development, specifically between 2 and 12 years on R-Bs.
TABLE 1. OVERVIEW OF OUR INTERVIEW PARTICIPANTS

<table>
<thead>
<tr>
<th>Alias</th>
<th>Duration</th>
<th>Codes</th>
<th>Recruitment Channel</th>
<th>Interview Project</th>
<th>Area</th>
<th>Software Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>44 minutes</td>
<td>40</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Operating systems</td>
<td>Ocaml</td>
</tr>
<tr>
<td>P02</td>
<td>31 minutes</td>
<td>15</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Desktop Environments</td>
<td>C</td>
</tr>
<tr>
<td>P03</td>
<td>42 minutes</td>
<td>29</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Operating systems</td>
<td>C/C++</td>
</tr>
<tr>
<td>P04</td>
<td>39 minutes</td>
<td>27</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Operating systems</td>
<td>Assembly, C, and others</td>
</tr>
<tr>
<td>P05</td>
<td>39 minutes</td>
<td>31</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Operating systems</td>
<td>C, Tcl</td>
</tr>
<tr>
<td>P06</td>
<td>51 minutes</td>
<td>40</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Operating systems</td>
<td>diverse</td>
</tr>
<tr>
<td>P07</td>
<td>45 minutes</td>
<td>29</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Operating systems</td>
<td>C, Python</td>
</tr>
<tr>
<td>P08</td>
<td>58 minutes</td>
<td>14</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Graphics processing</td>
<td>C/C++</td>
</tr>
<tr>
<td>P09</td>
<td>50 minutes</td>
<td>28</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Operating systems</td>
<td>Python, a little C/C++</td>
</tr>
<tr>
<td>P10</td>
<td>55 minutes</td>
<td>36</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Operating systems</td>
<td>C</td>
</tr>
<tr>
<td>P11</td>
<td>57 minutes</td>
<td>24</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Privacy preservation</td>
<td>C/C++, Rust</td>
</tr>
<tr>
<td>P12</td>
<td>54 minutes</td>
<td>20</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Build systems, GUIs</td>
<td>Python, C and others</td>
</tr>
<tr>
<td>P13</td>
<td>64 minutes</td>
<td>19</td>
<td>Personal recommendation</td>
<td>Developer</td>
<td>Operating systems</td>
<td>C and others</td>
</tr>
<tr>
<td>P14</td>
<td>50 minutes</td>
<td>15</td>
<td>rb-general mailing list</td>
<td>Advisor</td>
<td>Electronic currencies</td>
<td>diverse</td>
</tr>
<tr>
<td>P15</td>
<td>34 minutes</td>
<td>22</td>
<td>rb-general mailing list</td>
<td>Project lead</td>
<td>Privacy infrastructures</td>
<td>-</td>
</tr>
<tr>
<td>P16</td>
<td>42 minutes</td>
<td>26</td>
<td>Personal recommendation</td>
<td>CEO</td>
<td>Build systems</td>
<td>Python and others</td>
</tr>
<tr>
<td>P17</td>
<td>39 minutes</td>
<td>20</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Operating systems</td>
<td>C/C++, Scheme, and others</td>
</tr>
<tr>
<td>P183</td>
<td>45 minutes</td>
<td>24</td>
<td>RB Summit 2022, Venice</td>
<td>Developer</td>
<td>Embedded software</td>
<td>C, Assembly, and others</td>
</tr>
<tr>
<td>P19</td>
<td>31 minutes</td>
<td>11</td>
<td>RB Summit 2022, Venice</td>
<td>Developer</td>
<td>Privacy preservation</td>
<td>C/C++, Rust, and others</td>
</tr>
<tr>
<td>P203</td>
<td>48 minutes</td>
<td>27</td>
<td>RB Summit 2022, Venice</td>
<td>Developer</td>
<td>Operating systems</td>
<td>Scheme, C, and others</td>
</tr>
<tr>
<td>P21</td>
<td>49 minutes</td>
<td>34</td>
<td>RB Summit 2022, Venice</td>
<td>Developer</td>
<td>Operating systems</td>
<td>diverse</td>
</tr>
<tr>
<td>P223</td>
<td>46 minutes</td>
<td>24</td>
<td>RB Summit 2022, Venice</td>
<td>Developer</td>
<td>Operating systems</td>
<td>diverse</td>
</tr>
<tr>
<td>P233</td>
<td>58 minutes</td>
<td>29</td>
<td>RB Summit 2022, Venice</td>
<td>Developer</td>
<td>Build systems</td>
<td>Java</td>
</tr>
<tr>
<td>P24</td>
<td>31 minutes</td>
<td>35</td>
<td>rb-general mailing list</td>
<td>Developer</td>
<td>Operating systems</td>
<td>C/C++ and others</td>
</tr>
</tbody>
</table>

1 Total number of codes assigned to the interview after resolving conflicts.
2 Abbreviated. Common among all participants was some amount of shell script use.
3 Participant aliases: P means participant was recruited by email, PS indicates recruitment at Reproducible Builds Summit.

4.1. Why and How Projects Started to Work on Reproducible Builds

In this section, we illustrate reasons for and against reproducible builds that the interviewees mentioned.

Reasons for and against adopting Reproducible Builds.

We identified technical and non-technical themes related to our participants’ motivations for making their builds reproducible, both related to security and as an intuition of how compilation should behave according to their own mental model of software compilation.

Ten participants reported encountering a misunderstanding of the mechanics of current software compilers: They brought up that they commonly encounter the expectation that compilers generally produce the same binary output given the same source code without outside interference.

“I have an input and some computation, so I expect the output to be the same. [Like a mathematical function.] And like a scientific function. It’s computations; you put something in it, and the same output should get out. Except if the function randomizes, [...] or it is broken. I think unreproducible builds are illogical. Conversely, reproducible builds are logical.” - P21

Their main motivation to work on reproducible builds was to bring the mechanics of software compilation closer to their assumptions. Aside from compiler mechanics, broken expectations were brought up by eleven interviewees. Besides their expectation for compilation working deterministically, they also want software to work the same in the future. Two participants reported beneficial (better run-time performance in some cases or security fixes) but still unexpected compiler behavior:

“It’s more like things aren’t fixed. You do a deployment one day with some source code, and you come back a week later, and you do the deployment again. You repeat the process with the same source code. Your source code is the same, but because you haven’t engineered the process to be reproducible, what you actually deploy is something different. [...] [T]oo often, one, it’s not understood what’s changing and two, you don’t have control over it.” - PS22

Some interviewees (6) mentioned the importance of constantly maintaining a high level of build quality to limit increased effort later in the development process. For 18 interviewees, improved software quality was the main motivator. One participant compared the effects of improving software quality by making it build reproducibly to dental flossing:

“At every summit you have people show up there because they want the hands-on support to get their thing into a more reproducible status so [...] I have this ongoing analogy I use around dental flossing and the dentists tell you how important it is to the dental floss and people do not very often floss as much as their dentist tells them to. I think Reproducibility is falling in that same spectrum of
Two participants started with the build process by manually debugging unreproducibility introduced by it. After achieving reproducibility manually, 15 participants continued their efforts toward R-Bs through more automation in Continuous Integration (CI) and other infrastructure.

With R-Bs, a build of the same source code version results in the exact same binary. Without R-Bs, a rebuild can change the binary of the package, which can still be cached each time but leads to waste and incompatibilities. Ten developers, across industry and open source projects, mentioned that slow build speeds are frustrating for developers, and can be caused by inefficient caching that is sensitive to small changes. Building reproducibly would solve this problem.

“We recently got a new build machine which is I think 64 cores and [lots] of memory or something like that, terabytes of this as a benchmark. How long does it take to build everything from scratch? It took about a day on that machine to build everything. […] Fortunately, that’s not the typical dev experience because our particular system caches build outputs.” - P11

The caching strategy mentioned by P11 only applies, if the compilation toolchain works like a mathematical function, giving the exact same result to an unchanged input, i.e., if compilation builds reproducibly.

Reasons against working on Reproducible Builds. Thirteen interviewees also mentioned reasons against R-Bs. They reported that, due to decreasing enthusiasm and repetitive work, they decreased the amount of time and effort they invested in R-Bs. This decrease in enthusiasm and effort corresponded with a perceived impracticality of fully reproducible builds due to workload, missing organizational buy-in, unhelpful communication with upstream projects, or the goal being perceived as only theoretically achievable. Relatedly, the frustrating experience of “moving goalposts” was described as follows: Projects that had achieved bit-by-bit R-Bs might “lose” that status when someone found a previously unchecked source of mutation in the environment that broke full reproducibility.

Seven participants mentioned discussions about which mutations of the build environment should be checked for fully reproducible software packages, including a feeling of unclear goals, as noted by P01:

“[Projects] also have various definitions of what reproducibility means. It means you have some mysterious cloud, and in the end, you get the very same binaries, the bit-wise identical binary. That is the output, but what is considered as part of the input is not very clear.” - P01

Seven participants, again across industry and OSS, mentioned detractors to implementing R-Bs, such as missing organizational buy-in, as mentioned by P10:

“To say, ‘Reproducibility is stupid; go away.’ That happens very rarely. We just remember it a lot because it’s interesting. The most common inter-

---

4. See https://github.com/bmwiedemann/thunreproduciblepackage.git for a list of known problems that can occur in a leaf package.

A similar sentiment was reported for company resources:

“The only reason why we ever moved into this direction of reproducible builds, for the company, was because it was causing us issues in losing time. People would forget to declare dependencies and that would fail the build. People merge small changes that change the dependency ordering when executed massively parallel. We noticed that when this happened, it would take us half a day to fix. During this half of the day, there were about 500 people who couldn’t build anymore. That costs a lot of money and time.” - P05

As described earlier, many participants started working on R-Bs due to intrinsic motivation; they began with the parts of their software projects that best fit their motivation. Once they had worked on their chosen package, they explored more complex components required for R-Bs in their software packaging work.

The main motivation for 16 interviewees was working on infrastructure reproducibility, while six worked on single software packages. While building infrastructure solves more problems compared to leaf packages, individual configuration specific R-Bs problems are specific to leaf packages. Overall, participants reported complex, interconnected motivations to implement R-Bs; some motivations are related to intuition for how builds should behave, and some are grounded in explicit security concerns, both for developers and software and its users. One developer mentioned working on version pinning. Version pinning is an approach of describing the exact version of each software dependency, as an easy, but necessary area to implement R-Bs by documenting a set of dependency versions that produced a working artifact. Another two interviewees mentioned that they worked on difficulties with specific compiler versions, citing specific versions of well-known compilers as problematic for R-Bs. Older versions of those compilers generated more reproducible binaries than current versions.

Finally, two participants mentioned to have worked on transitive dependencies, i.e., dependencies of dependencies, which may influence reproducibility. These participants reported having investigated if indirect dependencies broke their reproducibility and figured out how to fix this.

Four participants mentioned interactions with upstream projects. While they had made a version of their software that depended on upstream projects being reproducible, they needed the upstream project to incorporate and maintain their changes. One interviewee reported that they had an upstream project rewrite a suggested patch from scratch, and were amazed at the commitment to R-Bs by the upstream project. The ideal goal for all participants was full bit-by-bit reproducibility. However, projects have considered weaker reproducibility criteria as more realistically achievable along the way.

really important things [and] people treat it like that.” - P15

A similar sentiment was reported for company resources:

“The only reason why we ever moved into this direction of reproducible builds, for the company, was because it was causing us issues in losing time. People would forget to declare dependencies and that would fail the build. People merge small changes that change the dependency ordering when executed massively parallel. We noticed that when this happened, it would take us half a day to fix. During this half of the day, there were about 500 people who couldn’t build anymore. That costs a lot of money and time.” - P05

4. See https://github.com/bmwiedemann/thunreproduciblepackage.git for a list of known problems that can occur in a leaf package.
action with upstream is silence. They just don’t merge the patches.” - P10

or due to their unwillingness to change their build process, as mentioned by P06: “[project] is an old project and some areas are very conservative.” (P06) One interviewee compared a lack of reaction to suggestions that contribute to R-Bs to a general quality problem in projects:

“[E]arly warnings that you know this and that upstream has some problems with their definition or they don’t want to accept the patch about certain epoch, specification, or something like that.” - P07

The notion of unclear goals that change over time when a new source of unreproducible behavior occurs, was echoed by P08:

“Because we are taking a ‘fix when we find’ approach, I don’t think we are doing anything to evaluate whether a package has achieved 100% reproducibility. Usually, when we fail to register a package to Repropro, we know there may be a reproducibility issue and will look into it. Once we fix it, we’ll do a clean build a few times to make sure the same binaries are produced. It sounds more like ‘we make sure it’s reproducible for now’.” - P08

Personal reproducibility target changes were discussed in 13 interviews. These changes in goals include being content with repeatable builds (i.e., compiling the same source code at different times into a functional artifact, not necessarily with the same bit-by-bit result) instead of fully R-Bs. One participant expressed hope that the community would value and work on the guarantees fully R-Bs provide over e.g., repeatable builds:

“It’s one of those things where if more people in the community value this, they would get solved. Right now, they’re happy with the builds being reproducible-ish.” - P04

Summary: Reasons for and against adopting Reproducible Builds. Interviewees were mostly driven by improved software quality. The unclear impact of R-Bs on the overall security of deployed software systems, together with high effort, were reasons against R-Bs.

Reproducible Builds as a Protection Mechanism. By design, R-Bs can serve as a protection mechanism for software projects against security and quality problems that might be introduced—maliciously, through coercion, or through mistakes—by software developers. Many interviewees (14) mentioned R-Bs as a security measure against coercive attacks against developers by malicious actors:

“The time where you have a room full of Debian developers and you tell them, ‘If your computer is compromised in a way, then you might unknowingly compromise millions of machines’. People were like, ‘I am this kind of target.’ […] It was a way to remove some leverage for a malicious actor to actually go at the people directly. If you would try to kidnap my kids and say, ‘You need to plant this malware.’ I can say, ‘I can’t. It’s going to be seen, so probably you should do it differently and give me back my kids.’ If you don’t have reproducible build systems in place, then they have leverage because it’s going to go unnoticed if you release a binary that doesn’t match the actual source code.” - P06

R-Bs were also mentioned as a requirement for checking OSS, and making explicit trust in individual maintainers redundant. Some participants (13) mentioned that explicit trust in open source software project maintainers was not needed since open source code can be audited by anyone, at any given time. This possibility of having one’s work audited was discussed as an incentive for honesty, and not wanting to be publicly seen as dishonest, which in turn was discussed as a powerful motivator to safeguard the security of open-source software projects against powerful (non-)government agencies and private security actors. R-Bs were discussed as one strong mechanism to facilitate public scrutiny. In turn, participants discussed that for R-Bs to be an effective public security measure, openness is a requirement.

Eleven participants mentioned that their user base requested improved security, including specific requests for R-Bs, based on an awareness of one or more highly impactful, publicized security incidents, including the Snowden leaks, the Heartbleed vulnerability, the introduction of the GDPR, or the SolarWinds incident.

“It was clearly a need. There were a lot of the NSA, Snowden revelations coming out, and various things like that. Nothing specifically from those revelations, but the gist of a general vibe of, oh, we can trust even less than we previously thought as a very general idea, and the world, post-2015, is moving to a more data-conscious and privacy security.” - P10

Although many participants mentioned requests for reproducibility due to highly visible security incidents, they also explained that these requests originate from only a small part of their user base—security-affine power-users—that reported concerns and requested R-Bs as a preventative measure against software supply chain attacks.

“It is perceived as one of those very rarely visited corners and only in cases like breaches and things like SolarWinds and attacks against suppliers.” - P07

Most of our interviewees (23) could not name a security incident related to reproducible builds, either thwarted or caused by it. However, one interviewee mentioned the following case:

“I had a package that was not reproducible when I checked. The difference between my rebuilds and the reference builds that are in [binary software repository] is the passphrase of a GPG key. During the builds, it was recorded because the command line that he used for signing, he added it in the parameter. I don’t know why he’s recorded
it into a file that was then merged into the archive, and it is in [binary software repository].” - PS23

In the above example, R-Bs helped to detect a secret leak and contributed to the overall security of the project.

Summary: Reproducible Builds as a Protection Mechanism. Attacks on software supply chains were an important driver to build software reproducibly.

Software Project Decision Structures. For both, open source and commercial software projects, interviewees reported that decision structures had a strong impact on R-Bs.

Although many OSS projects make important decisions by consensus, only seven participants reported a joint decision process to start moving the project to implement R-Bs. Some interviewees (11) reported that individual developers in their projects had independently started work on R-Bs due to intrinsic motivation.

For commercial projects, decisions were driven by commercial product deadlines, and decisions were generally made at the management level. Five participants reported that their project started moving towards implementing R-Bs through management decisions, heavily influenced by developers’ insistence on what they perceived to be a contribution towards product quality.

Summary: Project Decision Process. Individual developers have an influence on R-Bs adoption. They either drove R-Bs adoption by starting the process themselves or influencing project decisions.

4.2. Experienced Obstacles

In this section we report obstacles our interviewees experienced while working on R-Bs. Obstacles include unexpectedly large efforts, unsupportive upstream projects, and development processes that might be unusable, undefined, chaotic, or inconsistent. We discuss challenges and opportunities relating to community support in Section 4.3.

Lack of Good Communication. In general, eleven interviewees mentioned the relevance of strong communication skills to implement R-Bs in open source software. This communication involved heavy discussions of the concept of R-Bs, the goals achieved by R-Bs, and the need to adopt R-Bs. A common theme related to communication was a lack of outreach. The Reproducible Builds project’s outreach consists of maintaining a website and mailing list, as well as paying one developer to post monthly progress reports, as they report on reproducible-builds.org. This included building the website’s infrastructure for reporting successes in R-Bs, including testing OSS projects for reproducibility criteria themselves. However, to move beyond outreach and towards a wide adoption of R-Bs, participants discussed the need for wider support beyond those already involved in the R-Bs project. Participants communicated that more people working on R-Bs would be beneficial and would move the needle on software supply chain security. Eleven participants reported feeling not having done enough outreach-related work themselves, having instead focused on solving individual reproducibility changes in the code for which they felt responsible. One interviewee discussed the issue of transferring research advances into code, a problem also seen in prior research [132]:

“I think there’s this big gap between scientific research and programming, [...] I think bootstrapping and reproducible builds could be an enormous boost for free software, and inspire people to move towards free software and free software practices.” - P17

Eight interviewees mentioned a lack of and a higher need for more helpful documentation for R-B efforts in a software project. The documentation on the R-Bs central website was also mentioned as needing more work.

Seven of our interviewees mentioned experiences of unhelpful interactions with other developers or users who were unsupportive or had difficulties understanding the concepts and benefits of R-Bs and the required effort. This led to delays in achieving R-Bs, including projects for which the upstream communication is still ongoing or stuck in a bug tracker. A total of eleven developers were astonished by the amount and importance of good communication for R-Bs. Eleven interviewees mentioned patience as a virtue in communicating with upstream projects that were less motivated to make reproducible builds part of their project. Participants explained that “good etiquette” in the open-source ecosystem is to proliferate bug reports upstream, ideally accompanied by a patch. The goal behind this approach is to fix issues at the source, getting rid of the burden of maintenance of the local changes. Our interviewees often went beyond that: five told us that they iterated with upstream projects and “polished” their patches until the upstream projects accepted them.

Summary: Lack of Good Communication. The impact of interaction with other developers was often initially underestimated; participants discussed the importance of patience and good communication.

Technical Obstacles. Binaries including dates or other point-of-time information were the most common issues for reproducible builds reported by our interviewees. Reasons our interviewees gave included debugging artifacts, and different software version commits. Eight interviewees mentioned the SOURCE_DATE_EPOCH standard [133] as an effective solution to the above problems. The SOURCE_DATE_EPOCH standard replaces random build time information with epoch.5

Five interviewees mentioned build directory name inclusion (cf. Section 2) that hindered their adoption of R-Bs.

“There has been some pitch to also support build path prefix, someway, somehow, but I don’t know how to use it. From my approach, the OCaml compiler is not relocatable at the moment. It will be in the future eventually, but I’m not too concerned about it because I don’t think there’s any threat model that contains the build path, and in the

5. The epoch value is the UNIX system time 01 Jan 1970 00:00:00 UTC
end, I’m fine with recording the operating system packages, and the environment variables that led to that binary. Then I’m conducting the builds in a container, or in jail.” - P01

Three interviewees mentioned that compilers include randomness explicitly during the compilation process, but also that a deterministic initial value can be supplied (for example via gcc -frandom-seed-string):

“I think we set the python seed. I think we set the python seed with Python. Um. The sort of state I’m trying to think of the other languages that they have, other weird things like that.” - PS20

Only one interviewee mentioned the potential issues around Profile-Guided Optimization [134], which change optimizations based on execution on the compiling machine. Four interviewees reported (embedded) cryptographic signatures as implemented in the Apple ecosystem with enforced cryptographic signatures on binaries as a problem for R-Bs. Seven interviewees mentioned an unclear definition of build reproducibility as an obstacle to adopting R-Bs. Discussions in the community range from full, bit-by-bit R-Bs down to repeatable builds.

Overall, most interviewees mentioned that the technical obstacles above are manageable for people interested in R-Bs, but there is a long tail of problems to fully R-Bs.

Summary: Technical Obstacles. Interviewees reported a wide range of technical obstacles including embedded timestamps, signatures, and build directories, which they assessed as intellectually simple, but cumbersome and repetitive to solve.

4.3. Helpful Factors

Helpful factors most mentioned were being self-effective, which interviewees defined as being determined, possessing the skill-set to progress R-Bs, and having good communication with other developers.

Self-effective Participants. 14 interviewees implemented R-Bs by themselves, through trial and error with some software that they tried to reproduce, which they described as the most efficient pathway to R-Bs. They described that a self-effective work environment, including having ownership of a large part of a project, being able to implement changes themselves, and prioritizing tasks as well as work packages themselves greatly contributed to effective work on R-Bs. We did not discover any different path to R-Bs in our interviews. Relatedly, interviewees explained hardships in increasing community efforts towards R-Bs, as the reserve of developers productively contributing to R-Bs. Anyone who could meaningfully contribute would need a high level of specialized knowledge and familiarity with the project; however, working on R-Bs might not be the most attractive work that these highly skilled open source developers might want to work towards.

Summary: Self-effective Participants. Interviewees reported that specialized knowledge about projects, as well as the enthusiasm and ability to take broad action made their R-Bs work possible.

These circumstances seems hard to scale to volunteers from the broader community.

Successful Community Communication. We identified factors that support R-Bs, often centering around effective community interaction. 14 participants mentioned positive interactions with upstream projects. These interactions included benign disinterest:

“Well, the first thing I do is ask them if they’re aware of the problem because there’s still a decent percentage of even developers that aren’t fully aware of the reproducibility problem. I think it’s solved at the package manager level. You know, they think that there’s some sort of layer of it and it gets kind of resolved. Then from there, you know, I help them to understand the types of things that like this scope can help them understand the ways to ability can be compromised.” - P15

Positive interactions also included encouraging cooperation and work on upstreamed patches: “We got in contact with upstream and they fixed it, and now it’s working fine.” (P19)

In addition to interacting with upstream projects, communication with compiler authors was mentioned as helpful. Six interviewees reported positive interactions with compiler authors regarding R-Bs. Like other upstream requests, interviewees reported providing patches to compiler authors to address R-Bs issues, which were later incorporated.

Summary: Successful Community Communication. Being helpful to upstream projects helps create goodwill for R-Bs in the open source community. Upstream projects may spend time and effort on R-Bs if they receive help from the R-Bs community for their own software project.

Helpful Resources. Different resources that helped with R-Bs were discussed in the interviews, but the most helpful resource for implementing R-Bs can be summarized as “good tooling.” A total of 13 people mentioned that they found tooling particularly helpful, specifically the diffoscope tool [10]. Eight interviewees mentioned that projects should work on the future seamless integration of R-Bs into the build process. Eight interviewees mentioned additional resources they used for R-Bs, including the R-B’s website and mailing list. Eight interviewees stated that documentation should be expanded to make onboarding new R-Bs enthusiasts easier. In contrast, P16 stated that existing documentation was sufficiently helpful for R-Bs, and that efforts should increase community awareness and buy-in toward more effective support for R-Bs.

5. Discussion

In the previous results sections, we establish the importance of effectively disseminating the benefits of R-Bs to a broader community and that communication with upstream projects is crucial.

Outreach. To better communicate the procedural, monetary, reputational, and general benefits that stakeholders can gain
from employing reproducible builds, we discussed preliminary findings and potential benefits with participants of the Reproducible Builds Summit 2022 in Venice with additional related material provided in the Appendix, and highlight key points from that discussion below.

The goal of an outreach effort is to describe benefits that a stakeholder of fully reproducibly built software may want. The benefits can be classified as time savings, monetary savings, reputational gains, and generally better results of the work with the software. A non-exhaustive list of stakeholders includes non-university research groups, universities, development corporations, security organizations (which can themselves be in a corporation), open-source projects, end users, and governmental organizations. For any of the potential beneficiaries of reproducible builds, multiple benefits may apply. While any user of the software may be an end user individually, most organizations have different needs as a whole.

Almost any software project can benefit from caching build results, giving decreased build times and better turnaround times for changes. A published reproducible build will not change and can be reproduced exactly as-is, so no retesting is needed since all previous tests for that build directly apply for a rebuild. Build debugging is simpler since any singular build that fails for some users can be reproduced for finding the bugs in it. Developers can work a lot faster and with more confidence that bugs they introduce can be bisected and figured out, while at worst, any previous version can be used. The open-source project can also save on hardware resources, since build artifacts can be deduplicated effectively, meaning that only parts that changed need to be saved again. This can also be used for updates, where only the differences between updated versions need to be transferred to each user, saving bandwidth (cost). For their reputation, the open-source project can fulfill more parts of the OpenSSF scorecard [135]. While the project does not directly gain a reputation from higher software quality in its dependencies, however, choice of dependencies has an effect on the reputation of the open-source project in question. Incorporating reproducibly built dependencies may therefore indirectly increase a project’s reputation.

In general, open source projects gain faster builds and the ability as well as a guarantee that they can build their software at any point in the future. All of this applies with one additional benefit: They learn which software components were used in building their software. This binary introspection can be a hard task in itself, but R-Bs can give this information almost for free using `.buildinfo`-files or a Software Bill of Materials (SBOM), as elaborated in analogy by P21:

“I don’t grow plants, I don’t create food, I don’t write recipes, I don’t prepare meals, but I do research on how to tell people to wash their hands. This does not make the food at first but makes it better, safer, more healthy in general. We want to change the way people prepare food, just like water sewage, and treatment systems have been installed before. We want to change the mindset. We want to remind people, that reproducible, deterministic software is possible and reasonable.” - P21.

Answers to RQs. Our 24 semi-structured interviews with experts involved with reproducible builds projects provided the following answers to our research questions:

RQ1: “What are motivations for, and common themes around, adopting reproducible builds in software projects?”

Our interviewees mentioned complex, interconnected motivations in the context of R-Bs. Some motivations are related to intuition for how builds should behave such as being deterministic as well as motivations grounded in explicit security concerns such as a compromised maintainer account.

RQ2: “What experiences and challenges did projects encounter in the context of reproducible builds?”

Many interviewees mentioned positive interactions with upstream projects and other developers, although some specifically noted that upstream communication required patience.

RQ3: “What are encountered obstacles and facilitators in projects’ efforts towards reproducibility?”

Commonly encountered obstacles to reproducible builds include build directory name inclusion and cryptographic signatures on the technical side, as well as patience and good social communication on the interaction side.

Additional Insights. Some interviewees suggested that the overall awareness and buy-in for R-Bs was lacking, and that even with the increase of prevalence of software supply chain attacks, R-Bs is not yet widespread. Participants reported that in the early days of the R-Bs effort, most work appears to have been invested into infrastructure, including the upstreaming patches and creation of tooling, which should in theory provide a foundation for developers to make leaf packages build reproducibly.

Based on our participants’ answers there appears to be a still ongoing public discussion about which criteria need to be fulfilled to call a package reproducible. The clearest criterion is bit-by-bit identical build results, which we opted to use in this paper. However, even bit-by-bit identical builds is subjective with respect to the mutators used to evaluate packages. Currently, the most used deployment of `reprotest` does not check all available mutators while testing a package for its build reproducibility. A test with those or other not yet found sources of unreproducible behavior may change some bits in the artifact and give way to a stricter definition. Definitions of R-Bs that allow for differences in files from embedded signatures make R-Bs on

6. https://reproducible.debian.net/, which now points to https://reproducible-builds.org/citests/ and is used by different OSS distributions
Apple devices possible. These definitions specify elements in files that may be otherwise bit-by-bit reproducible.

Many groups do not enforce R-Bs. The Debian policy suggests rather than enforces reproducibility, which is understandable: users want to use software even if it is not built in a reproducible way. The OpenSSF scorecard also only cites R-Bs inside a high-risk criterion named “non-reviewable code,” a detail that is fairly buried in the documentation. In the case of open source projects, missing organizational buy-in comes in the form lack of support to mark R-Bs bug reports as blocking for a new software release. Untested changes from R-Bs can break build systems, so projects being conservative about patches is understandable.

For transitive dependency problems, concrete technical documentation could be achieved by the pervasive use of Software Bills of Materials (SBOMs) [136] to indicate all software included in building an architecture, so the transitive dependencies could be traced over a dependency graph. Neither of President Biden’s Executive Orders for Cybersecurity [137] or Supply Chains [138] mentions R-Bs. While this promises some eyes on the criticality of (Software) Supply Chain Security, we are worried that neither adequate funding for the work of mostly hobbyist open source developers nor real changes or competent help are to come in the foreseeable future. Lack of funding and organizational buy-in for their work was one of the major detractors mentioned in our interviews.

While we do not have insights into governmental regulation efforts, at some point we expect to see some regulation about software, similar to regulations about mandatory fitness of purpose and non-toxicity for other products. As also mentioned in one of our interviews, there are legislative efforts underway towards requiring an SBOM, which can only be reliably generated by having the depth of information as is needed for R-Bs.

**Recommendations.** A significant effort by a small number of individuals has laid the groundwork for R-Bs, fixing hard-to-find non-determinism in common build infrastructure. Despite these efforts, a significant number of participants regretted not spending more time on outreach. The knowledge and frameworks around R-Bs have reached a level of maturity such that now is the time for broader consumption. In this light, we conclude with the following recommendations.

1. We urge the industry to give their engineers leeway to work on what they deem necessary for software quality. They were the ones hired for their expertise and to know what is necessary for this and they should be empowered to work on it. Missing organizational buy-in by supporting their developers who may already want to get rid of some technical debt was one of the main detractors for R-Bs. Industry funding and engineering freedom were specifically mentioned in our interviews as wished for items regarding buy-in.

2. The open-source community should join the R-Bs effort and make it the new standard, so new releases are reproducible by default. Newly released unreproducible software should be permissible in distributions only if sufficient reasons and a plan to change are provided, creating more security for their users and themselves. Help with upstream interaction, R-Bs developers’ small numbers, fatigue, and clarifying the status and importance of packages on the last mile to 100% R-Bs could help a lot. R-B’s goal was seen as not clearly communicated, which led to some burnout with part of our interviewees. Better communication and avoiding “moving goalposts” would minimize the reported loss of emotional investment.

3. Not based on our interviews, but rather related work on the Trusting Trust attack and Software Supply Chain Security, we see R-Bs as a potentially greater interest to the security research community. We hope more buy-in from security organizations and researchers could be achieved by treating unreproducible software builds as a serious threat for software supply chain security and better support reproducible builds. We see some similarity of the R-Bs effort and security concerns, hinted at by one participant’s remark about the search for mutators that make builds unreproducible, just like security vulnerabilities are searched for.

4. Governments should mandate some level of R-Bs as part of a general effort to strengthen software quality. Liability for last-level commercial, for-profit entities should be a necessary precondition for being allowed to profit from software products, just like it is common with physical products. This would create necessary incentives for companies to provide R-Bs as a part of their software quality and security.

6. **Conclusion**

While R-Bs offer a strong foundation for securing the software supply chain, much of the industry believes it is out of reach. We conducted a series of 24 semi-structured expert interviews with participants from the Reproducible-Builds.org project with the goal of identifying insights that could lead to R-Bs becoming more commonplace in software development. Our findings include that the collaboration between highly motivated developers and upstream projects over long periods of time is a key aspect for the success of R-Bs. We identified a range of motivations for adopting R-Bs (RQ1), including indicators of quality, security benefits, and more efficient caching of artifacts. Discussions around process (RQ2) and obstacles (RQ3) confirmed many of the challenges discussed in this work.

The R-Bs effort to date has operated under the mindset of “infrastructure before leaf packages.” It has required active and self-guided bug hunting to root out problems in the build infrastructure that have been long overlooked. While this approach has brought R-Bs far with very limited resources and persons, progress was in most cases achieved...
with only limited organizational buy-in, specifically by motivated individual open-source developers.

When companies do care for R-Bs, it is mostly seen as a cost-saving measure and only sometimes as a safeguard against wasting the time of highly-paid software engineers. The goals of quality and robust security motivate open source developers a lot more than corporate developers, though this may change due to the current geopolitical climate. In particular, new US initiatives have made R-Bs very tacitly, but mostly indirectly named, important to (inter-)national security. However, while the software supply chain security is seeing generous amounts of funding, nothing yet has been earmarked towards R-Bs.
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